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Abstract
The use of Artificial Intelligence (AI), Machine Learning (ML) and Deep Learning (DL) have gained a lot of media attention and become increasingly popular in many areas of scientific and business applications. Historically, ML and its theory had strong connections to statistics; however, the current DL context is mostly in computer science perspectives and lacks statistical perspectives. In this work, we address this research gap and discuss about the critical components in teaching DL to the next generation of statisticians and data scientists.
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Course Contents
- Basic concept of perceptron, (deep) feed-forward neural network, back-propagation, non-convex optimization, empirical risk minimization, regularization and dropout, feature selection and dimension reduction, interpretable deep networks, convolutional neural network (CNN), recurrent neural network (RNN) and long short-term memory (LSTM), variational auto-encoders (VAE), generative adversarial network (GAN), representation learning, reinforcement learning, uncertainty quantification (UQ) via deep Gaussian process (DGP) and Bayesian variational inference,
- Should cover other ML techniques such as support vector machines (SVM), random forests, boosting and bagging, natural language processing (NLP), etc.
- MUST discuss how all these can be viewed as statistical techniques.
  - Connect to the fundamental statistical theory or methods.
  - Address model assumptions and potential drawbacks, e.g., overfitting and poorly approximated UQ, sub-optimal network architectures due to trial and error or based on abstract

Pedagogical Approach
- Curriculum should be dynamical, adjustable, and adaptable.
- Prepare lectures in interactive and dynamic platform, e.g., Jupyter Notebooks
- Utilize MOOC in a complementary manner.
  - I.e., bootcamp, preparatory and supplementary
- Consider audience level: beginner or advanced - (Senior) undergraduate? graduate (M.S./Ph.D.)?

Programming Skill
- Significant prerequisite, and should be enhanced over the course.
- Python as the main programming language, not R - must be adaptable as software tools can/will change constantly.
- Secure computational resources and infra (e.g., HPC servers, cloud computing) as most algorithms are computation-intensive

Homework & Projects
- Balance between theory and practice
- Must be prescriptive and application-oriented.
- Start with classical datasets to get familiar.
  - E.g., MNIST, CIFAR-10, SVHN, etc.
- Use large open datasets (e.g., Kaggle) for implementation and practice with Big Data
- Introduce domain knowledge specific to each problem from various fields
  - Help building cross-disciplinary collaborations with domain experts
- Encourage/incorporate team-based learning
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